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-------------------------------------------------------------------ABSTRACT-------------------------------------------------------------- 
The protection on many public key encoding schemes depended on the intractability of detecting the integer 
factoring problem such as RSA scheme. However, there are great deals of researches regarding the RSA factoring 
modulus compared with the other type of attack the RSA scheme. So the need for more methods of attacks other 
than RSA factoring modulus to find an effective and quicker algorithm to solve this problem is still crucial. 
This paper introduces a new algorithmic program which approaches the RSA scheme. The suggested algorithm 
aims to find the private key of the RSA scheme and then factoring the modulus based on the public key of the RSA 
scheme. The new idea exacted to be more efficient than the already existed algorithms particularly when the 
public key is small, since most of public key encryption schemes select a small public encryption key e in order to 
improve the efficiency of encryption. Also, the suggested algorithmic program is more effective since it is faster 
and takes less running time. 
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1. Introduction 

Public key cryptography is one of the numerical 
application program that are valuable in sending selective 
information via insecure channels, which is considered as 
the worse case used in the e-commerce and internet today. 
However, there are some algebraic assumptions which are 
regarded to be an important key in this issue such as 
prime numbers and integer factoring problem. 
     Factoring an integer modulus n means find its prime 
numbers p and q . However, factoring the modulus is in 
fact a hard problem and most of the democratic public 
key cryptography schemes are relied on [1], but surly not 
impossible because the RSA-120 is factored using 
quadratic sieve by Thomsan, Bruce, Arjen and Mark [2]. 
Also, the RSA-140 is factored applying number field 
sieve by Cavallar, Dodson, Lenstra, Leyland, Lioen, 
Montgomery, Murphy and Zimmermann [3]. While RSA-
155 is factored in 1999, also, the RSA-160 is factored in 
April 2003, and the RSA-576 is factored in December 
2003 by Eric [4]. The RSA-200 is factored in 2004; the 
RSA-640 is factored in November 2, 2005 by Bahr, 
Boehm, Franke and Kleinjung [5] and verified by RSA 
Laboratories. The relation among factoring and the public 
key encryption schemes is one of the main reasons that 
researchers are interested in factoring algorithms [6]. 
     In 1976 Diffie-Hellmam [7] creates the first radical 
research in public key cryptography via presented a new 
idea in cryptography and to challenge experts to generate 
cryptography algorithms that faced the requirements for 
public key cryptosystems. However, the first reaction to 

the challenge is introduced in 1978 by RSA [8]. The RSA 
scheme is a block cipher in which the original message 
and cipher message are integer values in the interval 

]1..0[ −n  where n a composite modulus. 
    In this paper we accept the public key ),( ne only to 
disclose the original modulus from the RSA scheme. 
However, the message in RSA scheme is encrypted in 
blocks after separate it to blocks, every block must 
convert to a value smaller than the modulus n . The 
intractability of the RSA assumption forms its security. 
The RSA assumption is the difficulty of solving the 
integer modulus n  which is a product of two distinct odd 
large primes p and q with an assistance of another public 
key  e  and an integer cipher text c [9].  
     In other words, the RSA difficulty is that of solving eth 
roots mod a composite modulus n . The conditions 
determined the modulus n  and the public key e  are to 
guarantee that for every integer )1,...,1,0( −∈ nc there is 

just one )1,...,1,0( −∈ nm   where ncme mod= . However, 
the RSA scheme is the most employed public key 
encryption compared with the other schemes. It can be 
hired for both encryption and digital signature schemes. 
 
 
2. Security of RSA 
 
     This section introduce a security issue related to RSA 
encoding scheme, based on the small decoding key d  
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that we will discuss, as well as an appropriate measures to 
counteract the threat. 
     But before we discuss the efficiency of decryption, it 
is necessary to give a belief idea concerning the efficiency 
of encryption related to public key. it is enviable to select 
a small public key encryption as e =3. When an 
encryption public key e is selected arbitrarily, then the 
RSA encryption scheme employing the repeated square 
and multiply method takes k modular squaring and an 
expected 2/k less with optimizations, modular 
multiplication, where k is the size string length of the 
modulus n . Then encryption algorithm can be accelerate 
via choosing the encryption public key e as small as 
possible or via choosing the public key e with a small 
number of 1’s in its binary representation.  The 
encryption public key e =3 is generally used in scheme. 
In this situation, it is essential that both 1−p and 1−q is 
divisible via 3. This affords a very fast encryption 
operation because it just needs 1 modular squaring and 1 
modular multiplication.  
     As is the case with the encryption exponent e , it may 
seem describe to select a small decryption exponent d in 
order to improve the efficiency of decryption. In this case, 
one would select d first and then compute e in RSA key 
generation algorithm for public key encryption as 
describe in section 4. However, if )1,1gcd( −− qp is 
small, as is typically the case, and if d has up to 
approximately one-quarter as many bits as the modulus n , 
then there is an efficient algorithm for computing d from 
the public information ),( en . This algorithm can not be 
extended to the case where d approximately the same 
size as is n . Hence, to avoid this attack, the decryption 
exponent d should be roughly the same size as 
modulus n .    
 
3. Related Work 
 
     The RSA cryptography scheme was brought in in 1977 
by Rivest, Shamir and Adleman [8]. Kaliski and Robshaw 
[10] give an outline of the main attack methods on RSA 
public key encryption and digital signature schemes, and 
the practical methods of counteracting these methods of 
attacks.  
    The computational correspondence of computing the 
decrypted key d and then factoring the modulus n was 
shown by RSA based on earlier work done by Miller [11]. 
The attack on RSA with small encryption public key is 
discussed by Håstad [12] who illustrated that sending an 
encryption of more than 2/)1( +ee  linearly related 
messages of the type )*( ii bma + , where ia and ib are known 
allows an adversary to decrypt the messages provided that 
the modulus in satisfy *2 4/)2)(1( ++> ee

in )1()1( ++ ee . 
     On the other hand, the attack on RSA with small 
decryption exponent d is due to Wiener. [13]. Wiener 

showed that his attack can be avoided if the encryption 
exponent e  is chosen to be at least 50% longer than the 
modulus n . In this case, d should be at least 160 bits in 
length to avoid the square root discrete logarithm 
algorithm such as Pollard’s rho algorithm [14] and the 
parallelized variant of Menzes, Oorschot and Vanstone 
[15]. However, it was noted by [16, 17, 18, 19] that these 
theoretical bounds on d  are not correct since some 
quantity which appears in the analysis is not negligible. 
   In this paper we suggest an efficient algorithm to break 
the RSA scheme. Through define a functional problem of 
attack taking in its account the low decryption key of the 
RSA scheme. But before that we are going to discuss the 
RSA scheme. 
 
 
4. RSA Scheme 
 
     In 1978, RSA [8] developed a public key cryptosystem 
that is based on the difficulty of integer factoring.  The 
RSA public key encryption scheme is the first example of 
a provably secure public key encoding scheme against 
chosen massage attacks. Assuming that the factoring 
problem is computationally intractable and it is hard to 
find the prime factors of qpn *= . The RSA scheme is 
as follows: 
 
 
2.1 Key generation algorithm 
To generate the keys entity A  must do the following: 

1. Randomly and secretly choose two large prime 
numbers p  and q  with equally likely.  

2. Compute the modulus qpn *= . 
3. Compute )1)(1()( −−= qpnθ  
4. Select random integer nee <<1, where 1),gcd( =θe  
5. Use Baghdad method Baghdad Method for Calculating 

Multiplicative Inverse [20] to compute the unique 
decrypted key )(1, ndd θ<<  where 

)(mod1* nde θ≡  
6. Determine entity A public and private key. The pair 

),( θd is the private key. While the pair ),( en is the 
public key. 

 
2.2 Public key encryption algorithm 
     Entity B encrypts a message m  for entity A which 
entity A decrypts. 
 
2.3 Encryption: entity B  should do the following: 

• Obtain entity A ’s public key ),( en . 
• Represent the message m  as an integer in the 

interval ]1...0[ −n  
• Compute nmc e mod=  
• Send the encrypted message c to entity A  
 

2.4 Decryption: To recover the message m  from the 
cipher text c . Entity A   must do the following: 
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• Obtain the cipher text c from entity B  
• Recover the message ncm d mod=  

 
 
Example 
Key generation: suppose that entity A selects the prime 
numbers 23=p  and 71=q . Then he finds the     RSA 
modulus 163371*23* === qpn  
and 1540)1)(1()( =−−= qpnθ . Entity A chooses 23=e  
and using the Baghdad method for multiplicative inverse 
[20] to find the decrypted key 67=d where 

θmod1* ≡de .So sA' public key is the pair 
)23,1633( == en while entity sA' private key is 

,1540( =θ )67=d . 
 
Encoding: Suppose entity B  obtain sA'  public key 

)1633( =n and he determines a message 741=m to be 
encrypted, entity B uses repeated square and multiply 
algorithm [21] of modular exponentiation to compute 

mod74123=c 11091633=  and send this 1109=c to 
entity A .  
 
Decoding: To recover and obtain the original message 
m entity A  should first obtain 1109=c  from entity B  
then recover the message 

671109mod == ncm d 7411633mod =  using repeated 
square and multiply algorithm [21] for exponentiation. 
 
5. The Proposed Attack Algorithm 
 
     In this section, we address the following question: is 
there a possible attack on the RSA cryptosystem other 
than factoring n . The answer is that yes there are few 
methods that attack the RSA scheme that does not involve 
finding the factoring of the modulus n but most of them 
carrying some deficiencies. 
     We will now prove the very interesting result that, as 
long as the exponent key e is known, then n can be 
factored in polynomial time by means of a randomized 
algorithm [6, 22]. Therefore we can say that computing 
this method is no easier than factoring n . However, this 
does not rule out the possibility of breaking the RSA 
cryptosystem without involving e . Notice that this result 
is of much more than theoretical interest.  
     In this paper we proposed a method that breaking the 
RSA scheme based on the knowing public key ),( ne . This 
method will work efficiently if the decryption key d is 
small. It is possible therefore, to factor the modulus n . 
 
 
Algorithm 
Suppose entity A has public key )2621,8927( == en  where 
entity A private key )79,113,5( === qpd . Then entity 
B encrypts the message m so the cipher text 

6948=c then he sent it to entity A . Suppose that the 
attacker entity T  obtain the encrypted message 6948=c . 
By using the following algorithm entity T will recover the 
original message m . The steps of the proposed algorithm 
are as follows: 

1. Obtain entity A public key ),( ne  
2. Compute iq and ir as follows: 

a. )/( nef =  
b.   0,, 00 =−== mqfrfq o  
c. for ,...2,1=i  

;1{ += mm  

 1/1 −= ii rq  

iii qrr −= − )/1( 1  
)( 1−= ii qqif  

    }break  
          ),....,( 10 nqqqf =   

3. Compute )*/( gdk as follows: 
for mi ,...,3,2= (Obtain m from step 2) 

       {  
          iif ( is even)  

(* reconstruct f using algorithm number 
1below with the following expansion 

1110 ,,...,, +− ii qqqq *) 
            iif ( is odd) 

(* reconstruct f using algorithm     number 
1 below with the following 
expansion iqqq ,...,, 10 *) 

                     } 
So, )/()*/( mm dngdk = , in each iteration.  
Where )*,( mm dgdnk ==   

4. Compute dgdd /)*(= . This will lead to break 
and obtain the message. 

 
Algorithm Number 1 
To reconstruct f from its expansion starting from 0q  and 
let in and midi ,...,1,0, == is a sequence of numerators 
and denominators, so f can be computed as follows: 

1, 000 == dqn  

11101 ,1 qdqqn =+=  
for mi ,...,3,2= (Obtain m from step 2) 

   {  21 −− += iiii nnqn  
      21 −− += iiii ddqd  
   }  
and this will lead to mm dnf /=  
 
Example 
1. Suppose that the public key ( )8927,2621 == ne  
2. Find iq and ir  
    2.1. 8927/2621=f  
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    2.2.   0)8927/2621(,08927/2621 00 −=== rq  
   0,8927/2621 == m  
    2.3. )2,3,0(=iq ,  
          )2,3,0(=f , 

2),1064/493,2621/1064,8927/2621( == mri  
3. Compute )*/( gdk  as follows: 

,1/1/)/( 0000 == dndgk Where  1)(,1 00 == dgk  
,3/1/)/( 1111 == dndgk Where 3)(,1 11 == dgk  

,10/1/)/( 2222 == dndgk Where 10)(,3 22 == dgk   
4.  Compute dgdd /)*(= as follows: 
       First compute ig  
 000 mod)( kdgeg =  
       01mod1*2621 ==  
 111 mod)( kdgeg =  
       01mod3*2621 ==  
 222 mod)( kdgeg =  
       03mod10*2621 ==  
      Second compute id  
 0/1/)( 000 == gdgd Does not applicable 
 0/3/)( 111 == gdgd Does not applicable 
 52/10/)( 222 === gdgd Catch solution 
 So .5=d  To decrypt the message m we use the 
following equation ncm d mod=  
     8927mod69485=  
     8927mod76063559681619194607=  
     3=  
 
 
6. Discussion 
 
     In this section, we will discuss the efficiency of the 
suggested attack method, trying to provide a clear idea to 
the reader about what it would take and what the 
requirements should be available for the proposed 
method.  
     To show the viability of the proposed scheme we have 
executed the key generation algorithm and measured the 

average running time for it. The laptop computer with 3.0 
GHz CPU and 2 GB RAM is used. The algorithms were 
executed using C++ programming language and utilizing 
tools on the Windows operating system. For the proposed 
scheme we ran the key generation algorithm 100 times 
finding an average key generation time of only 93 ms 
compare with 1342 seconds of the RSA- small- e  scheme. 
While the average numbers of iterations for each loop 
(steps 2-4) were 842 compare with an average number of 
iterations for each loop was 37656 ( 162≈ ) in the RSA-
small- e  scheme. In our execution the complete prime 
factoring of p  and q was not computed. Instead, we only 
try to find small factors until the desired factoring 

))1((
2

−= pkP p  is found. Thus the key generation for this 

scheme is efficient. Of course, a decryption time for the 
proposed scheme is longer than decryption time for the 
RSA-small- e  scheme. Thus, there is a trade-off between 
the proposed scheme and the RSA-small- e  scheme. 
    In Table 1, we compare an example of the proposed 
scheme with the other RSA variants in terms of the 
complexity of encryption and decryption for a 1024-bit 
modulus with security parameter 80=m . Suppose that a 
random bitk −  exponent will require k*5.1  
multiplications. Suppose also that decryption is always 
executed using the Chinese Remainder Theorem. The 
complexity for each operation (encryption and 
decryption) is the expected number of bit operations. To 
compute bZ a mod  for a random exponent a , we expect 

2||*||*5.1 ba  binary operations [10]. When the 

exponent is of the special form of 12 +k 2, then the 
number of binary operations will be reduced to 

2||)*1( bk + bit operations.  
     In the case of the proposed scheme, we use public 
exponents of the form 12 +k . For the proposed scheme 
we use the example )190,592(),( =de nn . The example 
satisfies each of the security conditions listed in section 5. 
Compared to the original RSA-CRT our example for the 
proposed scheme encrypts about 2.6 times faster while 
decryption is about 1.2 times slower.  

 
 
Table 1: Comparisons of the different RSA schemes in terms of encryption and decryption times for 
  1024=n Bit modulus 
 

Scheme name RSA-small-e RSA-short-e RSA-CRT Proposed 
Public Key 1216 +=e  n bits n bits 12591 +=e  
Number of 

Multiplications n*0166.0  n*5.1  n*5.1  
 

n*58.0  
Private Key n bits 350> bits 160> bits 358  bits 
Complexity 2*17 n  2*1536 n  2*1536 n  2*592 n  
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7. Conclusion 
 
     We are introduced a new algorithm for attacking RSA 
scheme. The new algorithm aims to obtain the factoring 
the modulus based on the small private key d of the RSA 
scheme. The new attack method is amazingly effective 
under certain circumstances, but rendered important with 
relative ease especially with large number of iterations. 
All to do is just to ensure that proper bounds of public 
key d are placed on. We claim that the proposed 
algorithm is more efficient than the already existed 
algorithms of attack since it is faster and takes less 
running times. 
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